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Abstract 
 

As computer becomes popular and internet advances rapidly, information 
systems are used extensively in organizations. Various information systems 
such as attendance systems and accounting systems have already replaced 
manual operations. In such a drastic change, information security risk 
management issue encountered by organizations becomes increasingly 
significant. Risk evaluation is the core of information security risk management, 
and organizations use it to diminish the risks within information systems. Risk 
evaluation mainly focuses on the assessments of confidentiality, integrity and 
availability. Moreover, vulnerability of information systems and threats to the 
outside are also included in the scope of consideration. In this paper, a novel 
robust algorithm for information security risk evaluation is proposed. In the 
proposed algorithm, a modified TSK fuzzy model with the robust loss function 
is used to diminish the influence of noises or outlier first. Furthermore, the I-
index is used to determine the best number of fuzzy rules in the proposed 
algorithm. From simulation results, the proposed algorithm outperforms other 
existing approaches. 

Keywords: Robust Algorithm, Fuzzy Model, Risk Evaluation, Information 
Security Risk Management 

1.   Introduction 
 

Along with the development of information systems, information security 
issues have attracted much attention from information systems researchers. 
The information security problems faced by organizations are becoming more 
and more serious. A good information security risk management plays an 
important role to protect information systems. Furthermore, the core of 
information security risk management is risk evaluation [1]. Risk evaluation 
ascertains the threat and vulnerability associated with assets. The threat 
means the likelihood of occurrence and the vulnerability represents the level 
of impact [2]. Organizations can use risk evaluation to gain an in-depth 
understanding the risks within an information system, and provide sufficient 
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controls for decision makers to reduce these risks [3-5]. Recently, information 
security risk evaluation is being developed by qualitative and quantitative 
methods. Qualitative risk evaluation methods include factor analysis, logical 
analysis, historical comparative method, Delphi method, and Analytic 
Hierarchy Process (AHP). The major disadvantages of qualitative risk 
evaluation methods are rely heavily on subjective, because they are based on 
judgment, intuition, and experiences [2,6,7]. Quantitative risk evaluation 
methods use statistics data to build models. Typical methods of quantitative 
risk evaluation include cluster analysis, time series model, regression model, 
and decision tree [2,6]. Above mentioned methods have some drawbacks, 
because they are too cumbersome to implement [1,7]. Recently, some 
researchers have done on fuzzy methods to ameliorate the subjective nature 
of quantitative risk evaluation methods [1,6-9]. Because information security 
risk evaluation has the characteristic of nonlinearity and subjectivity, it still 
needs to diminish the influence of noises or outlier and automatically decide 
the number of fuzzy rules for fuzzy methods to conduct information security 
risk evaluation [7]. In this paper, a novel robust algorithm for information 
security risk evaluation is proposed. In the proposed algorithm, a modified 
TSK fuzzy model with the robust loss function is used to diminish the 
influence of noises or outlier first. Moreover, the I-index is used to determine 
the best number of fuzzy rules in the proposed algorithm. 
 

This paper is outlined as follows. Section 2 first describes the risk evaluation 
of information security, and then introduces the concept of Takagi, Sugeno 
and Kang (TSK) fuzzy model. The proposed algorithm is introduced in Section 
3. Section 4 highlights the simulation results of the proposed algorithm. From 
simulation results, it is shown that the proposed algorithm outperforms other 
existing approaches. Concluding remarks are presented in section 5. 

 
2.  The Concept of Information Security Risk Evaluation and TSK 
Fuzzy Model 

 
The proposed robust algorithm is based on TSK fuzzy model for evaluating the 
information security risk evaluation. In this section, the basic concepts of 
information security risk evaluation and TSK fuzzy model are introduced. 

2.1. The Introduction of Information Security Risk Evaluation 
 

Information is a type of asset which is the same as other important business 
assets. Because it is essential to the operation of an organization, it needs to be 
properly protected. This is especially important as operation environments 
become increasingly interconnected. Information security is protecting 
information from a variety of threats to ensure continuity of operations, minimize 
operations risk, earn a substantial return on investment and win greater business 
opportunities [1,2]. Information security risk evaluation is a basis for the 
development of safety measures to ensure information security [2]. Information 
security risk evaluation is related to the asset, threat, and vulnerability [1-5]. The 
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asset is anything that has value to the organization. The threat means the 
damages to the organizations underlying harmful event, and it is related to the 
likelihood of occurrence (LOO). The vulnerability is the weakness that the asset 
could be used, and it means the level of impact (LOI). The valuation of asset 
(VOA) is the individual evaluation and grading of each information asset based 
on confidentiality (C), integrity (I) and availability (A) attributes in ISO/IEC 27001. 
The attribute of confidentiality and its value is shown in Table 1. The attribute of 
integrity and its value is shown in Table 2. The attribute of availability and its 
value is shown in Table 3. Traditionally, the valuation of asset is calculated as 
Eq.(1). 

                                                              (1) 
After the valuation of asset is identified, the information asset risk can be 
calculated. Risk evaluation (RE) is done based on the valuation of asset, 
likelihood of occurrence and level of impact [1]. The information security risk 
evaluation is formulated as Eq.(2). 

                                                         (2) 
The risk evaluation consisted mainly of information value of asset, level of threat 
and level of vulnerability grading. These input variables are interrelated with 
VOA, LOO and LOI, and the output variable is risk evaluation. In this study, the 
VOA is obtained from Eq. (1). The attribute of LOO is considered as Table 4. 
The attribute of LOI is considered as Table 5. There are 5 attributes for LOO, 
and 16 attributes for LOI. Each attribute of LOO and LOI could be with noise or 
outliers, and its value is a real variable between 1 and 4. 
 
2.2. The Concept of TSK Model 
 

The well-known TSK fuzzy model is one of the most efficient fuzzy models [10]. It 
is to decompose the input space into fuzzy regions and to approximate the input-
output relations as the expansion of piecewise linear partition [11]. Typically, a 
TSK fuzzy model consists of IF-THEN rules. The form of the i

th rule is 
represented as the following form: 

             
(3) 

For  where C is the number of rules,  is the input, 

 is the fuzzy set of the ith rule for   with the adjustable parameter set , 

is the output of the fuzzy rule , and  is the parameter set in 
the consequent parts. The predicted output of the fuzzy model is inferred as 

                                                                    (4) 

where  is the ith rule’s firing strength. In Eq.(3), it is 

necessary to identify the parameter set of the premise parts (i.e. ) and 
consequent parts (i.e. ) of TSK fuzzy model. Furthermore, the number of rules 
must be also determined. 
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3.   The Proposed Algorithm 
 

The proposed algorithm is to obtain a function from a set of observations where  

 with and 
 is the ith input vector. Let  be the error between the 

j
th desired output and the output of the ith rule with the jth input data. It is defined 
as follow.  

, i=1,2, ,C and j=1,2, ,N                             (5) 

Where is the jth desired output, and C and N are the numbers of fuzzy rules 
and of the training data, respectively. The objective function is defined as 

                                   (6) 

subject to:   

          for                                                                  (7) 

Where  is the firing strength of the ith rule for the jth training pattern, is a 
robust loss function associated with cluster i, and is the weight function and 

obtained as . In the proposed algorithm, the tanh-estimator is 

used as the robust loss function of  and is defined as [12,13].  

        (8) 

Where  and b are time-dependent cutoff points, and two constants  

are set as  and  [12,13]. Let the residual of the N number of 
training data be sorted, i.e., 

                                             (9) 

Where  is the absolute value of i
th error, and  is an upper bound of the 

percentage of outliers to be tolerated. Let training data include at least (1- )N 

good data, and  and b are set as  and . To deal with 
outliers, the derivative of the robust loss function is defined as follow [13]: 

                                             (10) 

Where  is a robust estimate that is derived from the Gaussian 
distribution, is set as 2.5, and  is set as 3. The interquartile range (IQR) is 
the difference between the 75th percentile and the 25th percentile [14]. To 

minimize   in Eq. (6) subject to Eq. (7), the Lagrange multiplier method is 
applied. The Lagrange function is defined as  
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        (11) 

For minimizing , the parameter vector   for the consequent part of the ith rule 
is obtained as: 

                                                  (12) 

Where  is matrix with as its (k+1)th row and the elements in the 

first row are all 1, is a vector with as its kth element and  is a 

diagonal matrix with  as its k
th diagonal element. Let  be 

defined, then it is easy to derive  and  is a diagonal matrix with . 
The values of  are set by using subtractive clustering [15,16]. Subtractive 
clustering, a modified approach of Mountain Method, is used to partition the input 
space [16]. It is a density-based algorithm which reduces the number of training 
data based on the density of surrounding data points.  
 
In the proposed algorithm, Gaussian membership functions are used in the 

premise parts, (i.e.),  where and   

are two adjustable parameters of the j
th

 membership function of the i
th

 fuzzy rules. 

Both parameters can be obtained from iju as follow: 

         ,                                  (13) 

In the proposed algorithm, the I-index is used to determine the optimal number of 
fuzzy rules. The I-index proposed by Maulik and Bandyopahhyay is defined as 
follow [15]: 

                                                        (14) 

Where: 

 ,   

                (15) 

In Eq.(14),  and the index  is a composition of 

three factors, namely, , , and . The first factor ( ) will reduce the values of 

index  as C is increased. The second factor ( ) consists of the ratio of , 
which is constant for a given data set, and , which decreases with increase in 
C. Hence, because of this term, index I(C) increases as  decreases. Finally, 
the third factor ( ) will increase with the value of C. It is noted that this value is 
upper bounded by the maximum separation between two points in the data set 

[15]. Thus, the value of C for which  is maximized when considering the best 
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number of clusters over . 
 

4.  Simulation Results 

 

The risk evaluation consisted mainly of information value of asset, level of threat 
and level of vulnerability grading. These input variables are interrelated with 
VOA, LOO and LOI, and the output variable is risk evaluation. In this study, the 
VOA is obtained from Eq. (1). The attribute of LOO is considered as Table 4. The 
attribute of LOI is considered as Table 5. There are 5 attributes for LOO, and 16 
attributes for LOI. Each attribute of LOO and LOI could be with noise or outliers, 
and its value is a real variable between 1 and 4.  
 
In this paper, the proposed algorithm is applied to calculate the risk evaluation. 
For fair comparisons, three learning algorithms of the robust fuzzy regression 
agglomeration (RFRA), fuzzy C-regression model (FCRM), and self-constructing 
neural fuzzy inference network (SONFIN) are implemented in this paper. RFRA 
is an algorithm for function approximation with outliers [26]. In the learning 
algorithms, FCRM is a fuzzy approach with general purposes and SONFIN is 
one kind of neural network/fuzzy modeling without specially designed for dealing 
with noise and outliers [27,28]. The root mean square error (RMSE) is used as 
the fitness function and can be calculated as 

                                                   (16) 

Where N is the number of training data,  is the kth desired output, and  is 

the output for the kth training data. There are 60 input-output training data and 89 

input-output data in this study. The simulation results are compared within above 

learning algorithms and shown in Table 6. From Table 6, The RMSE of risk 

evaluation for the proposed algorithm is 0.081. The proposed algorithm has the 

best value of RMSE among these compared approaches. 

 

5.   Conclusion 

In this paper, a novel robust algorithm for information security risk evaluation is 
proposed. In the proposed algorithm, a modified TSK fuzzy model with the robust 
loss function is used to diminish the influence of noises or outlier first. 
Furthermore, the I-index is used to determine the optimal number of fuzzy rules 
in the proposed algorithm. From simulation results, the proposed algorithm 
outperforms other existing approaches. For SONFIN and FCRM, cannot 
ameliorate the performance of noise or outliers. For RFRA, the effect of robust is 
still not good enough. The proposed algorithm can simultaneously identify fuzzy 
subsets in the premise parts and parameters in the consequent parts, and it also 
can have robust learning effects when noise or outliers exist. From simulation 
results, it is shown that the proposed approach can find the best value of RMSE 
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for information security risk evaluation. 
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Table 1: The attribute of confidentiality and its value 

Item Attribute Value 
1 General: information assets without the requirement of confidentiality 1 

2 Restricted: information assets containing sensitive information, but there is 
no requirement of confidentiality, and limited use of internal staff 

2 

3 Sensitive: information assets within the relevant department staff in limited 
use 

3 

4 Confidential: information assets within the information, including regulated by 
relevant laws or regulations of confidential information 

4 
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Table 2: The attribute of integrity and its value 
Item Attribute Value 

1 The integrity of information assets requires very low 1 
2 Information assets with integrity requirements, but will not harm the integrity 

of the destruction and then 
2 

3 Information assets with integrity requirements, will be destroyed because of 
the integrity and cause harm. 

3 

4 Information assets with integrity requirements, will be destroyed because of 
the integrity of business interruption 

4 

 

Table 3: The attribute of availability and its value 
Item Attribute Value 

1 Failure of information assets to allow more than 3 working days, and does 
not require immediate repair or to find alternatives 

1 

2 Failure of information assets to allow more than 8 hours of work, 3 days 
following, do not need immediate repair or to find alternatives 

2 

3 Failure of information assets to allow more than 4 hours of work, 8 hours of 
work less, do not need immediate repair or to find alternatives 

3 

4 Failure of information assets to allow 4 working hours, do not need 
immediately repair or to find alternatives 

4 

 

Table 4: The attribute of LOO 
Item Attribute 

1 Maintenance Error 
2 Hardware failures 
3 Theft 
4 Misuse of resources 
5 Operational staff error 

 
Table 5: The attribute of LOI 

Item Attribute 

1 Incorrect use of software and hardware 

2 Lack of documentation 

3 Lack of efficient configuration change control 

4 Lack of audit-trail 

5 Insufficiency security training 

6 Complicated use interface 

7 Insufficient maintenance 

8 Lack of periodic replacement schemes 

9 Insufficiency professional training 

10 Inadequate service maintenance response 

11 Inadequate recruitment procedures 
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12 Unsupervised work by outside or cleaning staff 

13 Lack of security awareness 

14 Wrong allocation of access rights 

15 Inadequate or careless use of physical access control to buildings and rooms 

16 lack of strict operation process procedure 

 

Table 6: The RMSE of the proposed approach and other learning algorithms for 
the risk evaluation  

 

Algorithm RMSE 
The proposed approach 0.081 

RFRA algorithm 0.183 
FCRM algorithm 0.785 

SONFIN algorithm 0.819 
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